Likelihood of financial distress in Canadian oil and gas market: An optimized hybrid forecasting approach
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ABSTRACT

Forecasting models are built on either multivariate parametric or nonparametric methodologies. We attempt to optimize the accuracy of the forecasts combining these approaches to make a robust hybrid forecasting model in predicting the likelihood of financial distress for companies in the Canadian oil and gas market. The proposed approach combined the forecasts out of a multivariate logit model based on the conventional Altman's Z-score with a nonparametric Artificial Neural Network (ANN) technique. The sample firms are publicly traded and listed on the Toronto Stock Exchange (TSX) and span over a period from first quarter of 1999 to the last quarter of 2014. The results of a proposed three-stage estimation process for the period of 2015-2020 indicated that beside the fact that Canadian energy sector will go through ups and downs regarding the likelihood of financial distress, this industry would face a hard time by late 2020. Results show that the forecasting accuracy out of the proposed three-stage forecasting technique is significantly superior to the outcomes of any individual forecasting techniques, i.e. ANN and logit models.
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1. Introduction

Corporate failures have been one of the main reasons for the economic downturns of various countries. The prediction of the corporation's financial distress is important and intensely studied topic (Tan, 1997). Corporate failure has a significant impact on the economy, in particular for the stakeholder dependent or affected by the actions of the corporation directly or indirectly. It is important to the creditors and investors to forecast the financial distress of the companies in order to make business decisions (Hauser, et al., 2011). Many parametric and non-parametric models are generated and published in the literature for the prediction of the financial distress. The statistical models used for the prediction are multivariate discriminant analysis, logistic regression, and neural networks. Research shows that "Artificial Neural Network (ANN)”, “logit and probit” models have more accuracy to predict the financial distress (Andres, et al., 2005). Due to inadequacy of the logistic regression model, many non-parametric models have been proposed to train themselves based on the data fed into the model and provided acceptable results (Andres, et al., 2005).

2. Background

Many models had been developed and tested to study the financial distress of the companies. One of the most traditional techniques by the econometrics is the discriminant analysis that is multivariate technique. In this
technique, Z-score is assigned based on the combination of financial ratios of the companies (Altman, 1968). A cut-off value is decided based on the sample data and businesses falling below this cut-off value will be categorized as a firm facing financial distress. The best thing about this technique is that it reduces the multidimensionality of the input variables for each company into one single Z-Score. The principal critique of this model is that it is not robust in nature and has bad accuracy in predicting the financial distress (Tan, 1997). The other type of models that are published in the literature are the logit, probit and Artificial Neural Network models (Tan, 1997). The Logit models have the similar accuracy as discriminant analysis techniques, whereas probit and ANN model has a better accuracy (Tan, 1997). The model should be such that it should grab an essence of the thinking ability of the human mind. The primary constraint on these kinds of studies is the complexity of the model. In recent studies, ANN models are proposed as it can take into account the relationship between the financial ratios variable and predict the financial distress of the firm (Edmister, et al., 1995). In our study, we will be using artificial neural network model and Logit model for predicting the financial distress of the Canadian companies.

### 2.1 Altman’s Z-score model

Edward Altman derived a formula in 1967 for multi-discriminant analysis to predict the financial distress for the manufacturing companies (Anjum, 2012). Altman studied all the financial ratios to develop a formula to predict financial distress. Many well-known investing firms used this model to have an approximate idea of the state of the companies. There have been many revised version of Altman’s Z-Score model to predict accurately the financial distress of the companies (Altman, 1968). The significantly used version of Altman Z-score model is (Deakin, 1972):  

\[
X_3 = \frac{\text{Earning Before Interest and Taxes (EBIT)}}{\text{Total Assets}}, \quad X_4 = \frac{\text{Market Value of Equity}}{\text{Total Liabilities}}, \quad \text{and} \quad X_5 = \frac{\text{Working Capital}}{\text{Total Sales}}
\]

\[
X_4 = \frac{\text{Total Sales}}{\text{Total Assets}}, \quad X_2 = \frac{\text{Retained Earnings}}{\text{Total Assets}}.
\]

Table 1: Altman’s financial distress criteria

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Zone</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z &lt; 1.8</td>
<td>Distress Zone</td>
<td>Highly likely to get bankrupt based on the financial data.</td>
</tr>
<tr>
<td>1.8 &lt; Z &lt; 2.7</td>
<td>Grey Zone</td>
<td>Likely to get bankrupt in next 2 years based on the financial data.</td>
</tr>
<tr>
<td>Z &gt; 2.7</td>
<td>Safe Zone</td>
<td>Safe based on the financial data.</td>
</tr>
</tbody>
</table>

Error! Reference source not found. shows the cut-off value for the Z-Score for financial distress (Deakin, 1972). Many studies have been done by the researchers to study the service industry, manufacturing industry, publicly listed companies and banks (Anjum, 2012). The studies of 40 years show that Altman Z-Score model can be applied to the modern economies to have a constructive predictability of the financial distress (Altman, 1968).

### 2.2 Logistic regression model

The Linear Probability Model (LPM) has the output in terms of binary digits. The dependent variable \(y_i^*\) can written as:

\[
y_i^* = x_i\beta_i + \epsilon_i
\]

where \(x_i\) is the independent variable, \(\beta_i\) is the estimated parameters of the equation and \(\epsilon_i\) is the error term associated with the estimation (Whittington, Briscoe, Mu, & Barron, 1990). The next step is to break the dependent variable into a binary format to represent a binary response model (BRM) by:

\[
y_i = \begin{cases} 1 & \text{if } y_i^* > \pi \\ 0 & \text{if } y_i^* < \pi \end{cases}
\]

where \(\pi\) is the threshold value decided based on the theoretical outcome (Zmijewski, 1984) of \(y_i^*\). The outcome of the model is in the binary form that does not follow the normalized distribution of the error. The ordinary linear regression estimation techniques cannot be used to determine the \(\beta\) parameters of the equation. To overcome estimation problem, maximum likelihood estimation (MLE) technique is used. The relation between \(y_i^*\) and \(y_i\) in terms of the probability is (Zmijewski, 1984):

\[
\Pr(y_i = 1) = \Pr(x_i\beta_i + \epsilon_i > \pi)
\]

\[
\Pr(y_i = 1) = \Pr(\epsilon_i - \pi > -x_i\beta_i)
\]

\[
\Pr(y_i = 1) = 1 - \Pr(\epsilon_i - \pi < -x_i\beta_i)
\]

\[
\Pr(y_i = 1) = 1 - F(-x_i\beta_i)
\]
where $F$ is the cumulative distribution function of $\varepsilon_i - \pi$. The cumulative distribution function (CDF) of the $\Pr(y_i = 1)$ in the form of normal distribution function expressed as (Long, 1997):

$$
\Pr(y_i = 1) \sim N(\mu_i, \sigma^2) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi}\sigma} e^{-\frac{(y_i - \mu_i)^2}{2\sigma^2}}
$$

with $\mu_i = x_i\beta_i$ and $\sigma^2$ being the variance of the distribution. Now taking natural logs on both sides to determine the Log-Likelihood function, we get (Long, 1997):

$$
\ln(\Pr(y_i = 1)) = -\frac{N}{2} \ln(2\pi) - \frac{N}{2} \ln(\sigma^2) - \frac{1}{2} \sum_{i=1}^{N} \frac{(y_i - \mu_i)^2}{\sigma^2}
$$

However, to find out ML estimator, we need to differentiate with respect to $\beta_i$ and $\sigma^2$ and equalized it to zero to find out the value of $\beta_i$ to maximize the equation (King, 1998).

### 2.3 Artificial neural network (ANN)

Artificial neural networks are the developed form of models that are interconnections between the inputs with the output with the help of artificial neuron to mimic the decision-making process of the human brain (Tan, 1997). The artificial neural network models are free from the distributional assumption and avoid the collinearity problems in the data. The financial analyst uses these kinds of models because of its ability to determine the weights of the neuron on its own without the help of prior external assumption (Edmister, et al., 1995). ANN model used in the approach is a multi-layered feed-forward network. The inputs are fed at the bottom and propagated through a neural network to the output layer. The transfer function output ‘y’ is expressed by:

$$
y_k = f(\alpha) = g(\sum_{j=1}^{n} w_{jk} x_j - \theta_k)
$$

where $\theta_k$ is the threshold activation value known as offset, $w_{jk}$ are the weights assigned to the neurons, g is the sigmoid function and $x_j$ is the value of the input nodes (Edmister, et al., 1995).

#### 2.3.1 Artificial neural network training methodologies

ANN network model has to be trained to determine the input-output relationship. If the ANN model is trained properly, then it provides the financial analyst with the accurate future forecast of the economic events (Edmister, et al., 1995). Backpropagation algorithm is used to train the weights of the neural network to get the accurate output. It’s the iterative learning algorithm that trains the neural weights according to the inputs and desired outputs. The first step of the iterative process is to randomly initialize the weights and threshold. The neural network algorithm is run with the help of initialized weights and threshold values to generate outputs using the transfer function. The error is calculated with the help of the target value and output values. The error term $\delta$ is:

$$
\delta = (T_{q,k} - Out_{q,k})Out_{q,k}(1 - Out_{q,k})
$$

where, $T_{q,k}$ is the desired output, $Out_{q,k}$ is the output of the neural network and n is the number of elements in the trail set. Once the error term is obtained, the weights are reinitialized to minimize the error term. The change weights $w_{i}^{*}$ of the connection between the input nodes and hidden layers is given by:

$$
w_{i}^{*} = w_{i} + (\delta \times Out_{q,k})
$$

The next step is to change the weights of the hidden layer connection to the output node. The weights are changed by back propagating error form output layer to hidden layer by calculating the error. The error term $\delta_{\text{hidden}}$ is expressed as:

$$
\delta_{\text{hidden}} = Out_{q,k}(1 - Out_{q,k})(\delta \times w_{\text{hidden}})
$$

The weights of the hidden connection are changed by the same equation used in changing the weights of input node connections. The whole process is repeated till the error is minimized to obtain the desired output. In 1990, Jeffery Elman developed a neural network known as Elman Network. It’s the feed forward system with a difference of the context units connected to the hidden layers (Elman, 1990). Elman’s idea was to develop time delay network that could recognize and predict learned sequential time-varying patterns. In Elman’s neural architecture, the input units and context units activate the hidden layer that feed forward to activate the output layer (Ben, et al., 1996). The generated outputs are compared with the desired output to calculate the error. The
error is calculated which is back propagated to adjust the weights same as in standard feedforward backpropagation neural network (Elman, 1990). In the Elman network, in the initial stage the recurrent unit weights are not subjected to the adjustment. At the next time step, the context units are assigned the values of the immediate previous time state that are exactly same as hidden layers' node weights (Svetlana, et al., 2012). In this way, the context units' values provide temporary memory to the network of the previous training weights of the hidden layers. In this way, Elman made the neural network more dynamic to get adjusted to local changes and to avoid any convergence problem that are associated with the backpropagation algorithm (Svetlana, et al., 2012). Cascade is feedforward neural networks that are similar to the backpropagation neural networks. The difference between the two is that there are more connectivity’s between the nodes in the network (Allaf, et al., 2011). In the cascade neural network, inputs layers are connected to all the layers in the system with the adjustable weights (Allaf, et al., 2011). The architecture of cascade network makes the neural network more stable and adaptable to the problem. It is used in the short-term forecasting and have shown good performance with minimizing mean square errors (Shrivastava, et al., 2013). Cascade feed forward network have the potential to learn any input-output relationship due to the input layer connection to other layers in the network with the adjustable weights virtually (Shrivastava, et al., 2013).

3. Data description

In the last nineteen years, the predictability of financial distress of many models evolved in the literature. This likelihood of the companies depends on the chosen financial ratios. Many models were proposed which used different sets of financial ratios for predicting the financial distress includes multivariate discriminant analysis (MDA), Logit Model, and recursive partitioning algorithm (RPA) (Edmister, et al., 1995). The financial ratios used in the recursive partitioning algorithm are so far, the best indicators of distress in all the prior studies (Frydan, et al., 1985). Built on (Tan, 1997), the financial indicators for the financial distress are chosen based on the following criteria:

a. Previous studies showing the significant effect of the financial ratios on the distress analysis.
b. Availability of the financial ratio data.
c. Authenticity of the data.

The scope of this research was on developing a forecasting model to predict the likelihood of future financial distress of the Canadian energy industry. Canadian Energy industry in this paper consists of thirty-one of those energy service companies that have the core competencies in drilling. We used 33 Technology sector and 31 Energy sector firm’s financial information for this analysis. The quarterly data from 1999 to 2015 can be collected from ADVFN website (ADVFN, n.d.). The required data calculated based on the Altman Z-score financial distress criteria. For the training of the ANN model, randomly categorized quarterly information of the financial ratios and the Altman Z-score are used as an input and output respectively. The aggregated values of the selected financial ratios as an input and the desired binary output based on the Altman distress criteria is used to generate the final output of probabilities that can be used for the sake of Logit model. The financial ratios used in our analysis are consistent with those consistent with the approach used in (Dorsey, et al., 1995). A list of the included ratios along with their descriptions have been provided in Appendix Table 2.

4. Estimation process

The estimation process of this study carried out in three stages. In stage one, the Altman’s Z-Score was calculated for each company with the help of financial ratios for every quarter. Then, a random sampling of quarterly data of each industry used to train the Artificial Neural Network (ANN) model. Nineteen financial ratios used as an input for the ANN model of those five financial variables corresponded to the Z-scores. The other 15 variables taken into consideration in order to determine their influence on the output and improve the accuracy of the model. Consistent with (Edmister, et al., 1995), random sampling helped in avoiding biases among the procedure of selecting the data for the purpose of training and testing the model. After training the model of the artificial neural network, the selected financial ratios of companies for each quarter were fed to obtain the associated Altman’s Z-Score for all the selected companies of both industries. After aggregating and standardizing the Z-Scores for each industry in each quarter, they converted into probabilities of financial distress. The quarterly Z-Scores assigned the value 1 or 0 depending on whether the companies were doing well in that quarter. This approach was set to be conservative in nature. In the literature, Altman financial criteria are categorized in three cut-off values. But in our analysis, we converted the Altman Z-Score into two cut-off values of safe zone of greater than or equal to a threshold of 1.81 and a distress zone of less than 1.81. Same aggregation process was conducted to obtain quarterly financial ratios for each industry. These obtained financial ratios and binary outputs were used as inputs for the logit model to obtain the probabilities of the financial distress for each sector.
In stage two, in order to improve the prediction accuracy of the obtained result from ANN and Logit model, a Forecast Artificial Neural Network (FANN) model was estimated by combining the results out of the Logit and ANN models found in stage one. The neural network technique used for the FANN model was Elman Back Propagation approach to increase the performance and avoid convergence problem. For training purpose, random weighted probabilities were generated using the actual ANN and Logit outputs. Once the training of ANN model completed, inputs of each industry’s ANN and Logit model were fed to obtain the optimized quarterly probabilities of the financial distress for each industry. Following the proposed combining processes proposed by (Brandt, et al., 1981) and (Li, et al., 2004), and in order to further improve accuracy of the predicted probabilities, an optimizing algorithm was used to calibrate the intercept and slope of a linear regression model by minimizing the mean square error of the combined outputs. Finally, in stage three, cascade forward backpropagation neural network, which mostly employed in time series analysis as a way to improve the performance of the time series model, was used. Inputs of the ANN model was the time “t” for the year 1999 to 2014, and desired outputs were the corresponding optimized quarterly results of the industry. These datasets were then used to train each industry’s ANN outputs to obtain the ultimate forecasts for 2015 to 2020. The diagram shown in Error! Reference source not found. outlines the process of the proposed three stages.

5. Empirical results

The calculated Altman Z-Score for each representative company in each quarter used to create an aggregated Altman Z-Score for the entire industry for the period of 1999 to 2014. Values of the aggregated Altman Z-Score were then standardized to obtain the probability of financial distress in each quarter for the entire industry. In the following sections, the simulated/estimated outcomes out of each model described consistent with the proposed three-stage process will be provided.

Figure 1: Steps of the three stages of the proposed hybrid forecasting process.

5.1 Stage I: Performances of ANN and Logit models

Elman feedforward backpropagation network used in Stage I consists of 1 input layer, 5 hidden layers and 1 output layer. The input layer consists of 20 nodes whereas output layer consists of 1 node. Error! Reference source not found. shows the training performance for the ANN model.

The performance curve shows that there are some overfittings as test curve increased before validation curve could increase. It also shows the performance of the Elman feedforward backpropagation ANN model for Energy Services Sector with training error (MSE) of 0.000005. The performance result does not show any problem in the training. The test curve and the validation curves are very similar to each other. There was some overfitting as test curve increased by some values before validation curve could increase. Error! Reference source not found.
below shows the graphical representation of the actual values of the Altman Z-Score and ANN model output for
the Energy sector.
**Figure 2:** ANN training performance for energy industry

![ANN training performance](image)

**Figure 3:** Actual Altman Z-score and ANN output for energy industry

![Altman Z-score and ANN output](image)

The aggregated values of the financial ratios and Altman Z-Score for each quarter for the industry are calculated
and can be used as the inputs for the logit model. All Canadian industries had suffered from the Global Financial
Crisis (GFC). Therefore, to incorporate possible impacts of GFC, we included a dummy variable to capture this
effect. Table 8 shows the descriptive statistics of the input variables of the Logit Model for Energy Industry. Table
9 shows the estimated output of the Logit model for Energy Services Industry. The estimated output shows that
likelihood ratio test statistic is 25.758 (distributed chi-squared), with two degrees of freedom. The associated p-
value is less than 0.001, indicating that the model with all seven predictors are overall significant. In the estimated
output, the McFadden R-Squared value (0.293) shows that the independent variables used in the model can
explain more than 29% of the characteristics of the dependent variable.

Table 3 shows the estimated outputs for the logit model in energy sector and Table 4 shows the accuracy of the
prediction of energy industry by the estimated logit model in which the correct and incorrect classification based
on the prediction rule along with the expected value calculation have been calculated. The classification is based
on the cut-off value of 0.5 for the classifying the predicted probability of \(y=0\) and \(y=1\). In Energy Services industry, 21 of the \(Y=0\) and 30 of the \(Y=1\) have correctly been estimated by the Logit model (63.94% of the \(Y=0\) and 71.95% of the \(Y=1\) observations are correctly classified, and overall accuracy of 68.45%). Table 5 shows the cut-off value for the industry for the probabilities of the financial distress. The cut-off values are generated based on Altman’s financial distress criteria.

### Table 2: Descriptive statistics of the variable used in the logit model for Canadian energy sector

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Med</th>
<th>Max</th>
<th>Min</th>
<th>Std. Dev.</th>
<th>Skew</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Y)</td>
<td>0.563</td>
<td>1.0</td>
<td>1.0</td>
<td>0.0</td>
<td>0.5</td>
<td>-0.252</td>
<td>1.063</td>
</tr>
<tr>
<td>(TDTS)</td>
<td>2.028</td>
<td>2.051</td>
<td>3.200</td>
<td>1.255</td>
<td>0.380</td>
<td>0.245</td>
<td>3.577</td>
</tr>
<tr>
<td>(RETA)</td>
<td>-0.055</td>
<td>-0.037</td>
<td>0.379</td>
<td>-1.201</td>
<td>0.294</td>
<td>-2.093</td>
<td>8.696</td>
</tr>
<tr>
<td>(QATS)</td>
<td>2.227</td>
<td>1.580</td>
<td>26.087</td>
<td>0.976</td>
<td>3.115</td>
<td>7.193</td>
<td>55.554</td>
</tr>
<tr>
<td>(QATA)</td>
<td>0.275</td>
<td>0.276</td>
<td>0.347</td>
<td>0.196</td>
<td>0.028</td>
<td>0.134</td>
<td>3.358</td>
</tr>
<tr>
<td>(NITA)</td>
<td>0.007</td>
<td>0.011</td>
<td></td>
<td>-0.047</td>
<td>0.021</td>
<td>-0.586</td>
<td>3.459</td>
</tr>
<tr>
<td>(MVETD)</td>
<td>2.086</td>
<td>1.992</td>
<td>5.073</td>
<td>1.353</td>
<td>0.599</td>
<td>2.785</td>
<td>13.792</td>
</tr>
<tr>
<td>(CATA)</td>
<td>0.347</td>
<td>0.351</td>
<td>0.410</td>
<td>0.270</td>
<td>0.029</td>
<td>-0.167</td>
<td>2.675</td>
</tr>
</tbody>
</table>

Source: Authors’ Calculations

### Table 3: Estimation output of the Logit model for energy services industry.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>z-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(TDTS)</td>
<td>3.110311</td>
<td>1.160401</td>
<td>2.680376</td>
<td>0.0074</td>
</tr>
<tr>
<td>(RETA)</td>
<td>2.579156</td>
<td>1.420000</td>
<td>1.816307</td>
<td>0.0693</td>
</tr>
<tr>
<td>(QATS)</td>
<td>-0.218982</td>
<td>0.080810</td>
<td>-2.709834</td>
<td>0.0067</td>
</tr>
<tr>
<td>(QATA)</td>
<td>54.25873</td>
<td>28.18970</td>
<td>1.924771</td>
<td>0.0543</td>
</tr>
<tr>
<td>(NITA)</td>
<td>9.475975</td>
<td>22.62185</td>
<td>0.418886</td>
<td>0.6753</td>
</tr>
<tr>
<td>(MVETD)</td>
<td>0.724876</td>
<td>0.546168</td>
<td>1.327203</td>
<td>0.1844</td>
</tr>
<tr>
<td>(CATA)</td>
<td>-76.49619</td>
<td>29.36309</td>
<td>-2.605182</td>
<td>0.0092</td>
</tr>
<tr>
<td>(C)</td>
<td>4.739115</td>
<td>4.235605</td>
<td>1.118875</td>
<td>0.2632</td>
</tr>
</tbody>
</table>

Source: Authors’ Calculations

### Table 4: Accuracy of the prediction of energy services industry by Logit model.

<table>
<thead>
<tr>
<th>Estimated Equation</th>
<th>Constant Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dep=0</td>
<td>Dep=1</td>
</tr>
<tr>
<td>(P(\text{Dep}=1)\leq C)</td>
<td>21</td>
</tr>
<tr>
<td>(P(\text{Dep}=1)&gt;C)</td>
<td>7</td>
</tr>
<tr>
<td>Total</td>
<td>28</td>
</tr>
<tr>
<td>Correct</td>
<td>21</td>
</tr>
<tr>
<td>% Correct</td>
<td>75.00</td>
</tr>
<tr>
<td>% Incorrect</td>
<td>25.00</td>
</tr>
<tr>
<td>Total Gain*</td>
<td>75.00</td>
</tr>
<tr>
<td>Percent Gain**</td>
<td>75.00</td>
</tr>
</tbody>
</table>

*Change in \(^*\)Correct\(^*\) from default (constant probability) specification

**Percent of incorrect (default) prediction corrected by equation
5.2 Stage II: Improving the predictions

In search for improving the prediction of the outputs found in Stage I, a Forecast Artificial Neural Network (FANN) was the first method used to optimize and to combine the results of the logit and ANN models found in Stage I. The neural network applied in FANN model was Elman Back Propagation technique proposed by (Brandt, et al., 1981) and to increase the performance and avoid convergence problem. For training purpose, random weighted probabilities are generated using the actual ANN and logit results. These random probabilities as a desired output for the randomize inputs are fed into the model. Once the training of the ANN model completed, the input of out of the ANN and logit results fed to obtain the optimized single quarterly probabilities of the financial distress for Canadian energy industry. Alternatively, the solver optimizing algorithm was used to minimize the mean square error.

The outputs then generated from both techniques and the mean square error was compared. The results that had the minimum mean square error was used to conduct a time series analysis in the next Stage. For the FANN model, the neural network consisted of 1 input layer, five hidden layers, and one output layer. The inputs of the model were the outputs of the ANN and logit models, and the desired outputs were a weighted average of both models. These weights were randomly generated to avoid any biases towards the final output. Error! Reference source not found. shows the training performance of the backpropagation model with the training error of 0.00657 and Error! Reference source not found. shows the regression plot for the training of this model.

Error! Reference source not found. shows the graphical representation of the output generated by the logit and FANN models for the Energy sector. It is evident that the solver model comes with the lowest MSE compared to other models. The MSE of the logit model is relatively high compared to other models. Therefore, in Stage III, the outputs from the solver model will be used to forecast the likelihood of financial distress for the period of 2015 to 2020.

Figure 2: Performance of FANN model in stage II
Figure 3: Regression plot of FANN training in stage II

Figure 4: Comparison of actual and predicted outputs for the energy industry.
5.3 Stage III: Final Forecasts

Time series analysis was performed using the ANN model. The input for the ANN model is time whereas the corresponding desired outputs are the results of the solver model found in Stage II for the purpose of training an ANN model. Error! Reference source not found. shows the performance of the model at the time of training for Canadian Energy industry. Error! Reference source not found.(below) represents outputs of the solver model and the forecast values obtained by time series model for Canadian Energy industry.

Figure 5: Performance of ANN model
Table 5 represents the Mean Square Error (MSE) of all estimated models for the Canadian energy Industry. The forecast improvement is evident that the final proposed optimized model is more accurate than all of the other examined models in the research. In fact, the final model increased the accuracy of the forecasts out of the ANN model by almost 19%.

Table 5: Mean square error (MSE) of different models for Canadian energy industry

<table>
<thead>
<tr>
<th>Estimated model</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN Model</td>
<td>0.0032</td>
</tr>
<tr>
<td>Logit Model</td>
<td>0.0766</td>
</tr>
<tr>
<td>FANN Model</td>
<td>0.0185</td>
</tr>
<tr>
<td>Combined Solver (Optimized) Model</td>
<td>0.0026</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations

6. **Business Implications**

In this section, the predicted likelihoods of financial distress by the proposed three-stage model will be used to distinguish and to describe significant time periods of the Canadian energy industry in the past 15 years. In addition, an outlook of this industry by year 2020 will be pictured. The relation of the estimated likelihoods can be analyzed on the basis of the number wells drilled from 1999 to 2014. The drilling activities throughout the decade were affected the financial situation of the firms. The activities of the drilling are directly dependent on the cash flows and the capital expenditure made in the energy industry (The Fiscal Pulse of Canada’s Oil and Gas Industry: First Quarter 2015, 2015). In 2001, the drilling activities fell due the economic recession caused by the dot-com bust experienced in Canada (Mearns, 2013).

Figure 6: Outputs out of the Optimized Model and its Predictions

Three distinguished periods can be recognized for Canadian energy industry over the last 15 years. Figure 7 is a graphical representation of the final predicted values of the likelihood of financial distress for Canadian Energy industry. The outlook beyond 2015 on the graph indicates the forecast values of the likelihood of financial distress as a result of the developed model in the research to the last quarter of 2020. As illustrated, the first range is from 1999 to 2002, the second period covers 2003 to 2008, and the third period is from 2009 to 2014. The cut-off value associated with the financial distress is calculated based on the adjusted Altman’s Z-score discussed earlier, and is found to be 0.48856. For all periods, in which the probability stays above this cut-off point, it is expected that Canadian energy market to face severe financial distress. The selected companies in our analysis are service providers to all oil and gas producers in Canada. Majority of these firms has the core competencies in providing drilling services to this industry. Another relevant core competency is to provide services such as infrastructure and other necessary services like pipelines, etc. to the oil rigs. The dip in the drilling activities is evident from the
increase in the financial distress probability from 2001 to 2002 as supported by the predicted likelihoods of the first period shown in Figure 7: Predicted and forecasts of probabilities of financial distress in Canadian energy sector.

The distress probability reached to 58% due to falling oil prices and dot-com bust experienced. The reduced activities led to the reduction of the profits for the firms that has the core competencies in drilling services for the oil rig. There was a constant increase in oil and gas drilling from 2005 to 2006 (Petroleum Resources Branch, 2011). The rise in drilling activities is evident from the predicted distress probabilities shown in the second period of Figure 7: Predicted and forecasts of probabilities of financial distress in Canadian energy sector, as there was an enormous dip from 49% to 41%. Also, there was a high trend in the capital spending in the oil rig and energy industry which was increasing from 2005 to 2007 (Oil and Gas Fiscal Regimes Western Canadian Provinces and Territories, 2011). The rise of the capital investment was almost up to 50% that resulted in profitability of the drilling industry of Canada for oil and gas. The world was affected by the Global Economic Crises that started in the USA in late 2007. This crisis led to decrease in the energy use that eventually affected the drilling activities for the oil and gas (Industrial Energy Use in Canada: Emerging Trends, 2010). The ripple effect of this crisis has led to the lowest drilling activities in the history of Canadian energy sector. The reason for the lower drilling activities was due to the reduction in the capital investment as investors became more cautious about this market after the economic crisis (Oil and Gas Fiscal Regimes Western Canadian Provinces and Territories, 2011).

The third period shown in Figure 7: Predicted and forecasts of probabilities of financial distress in Canadian energy sector indicates a rapid increase in the probability of financial distress. One of the main reason for this increase from 2008 to 2009 was the lack of financial stability of the firms involved in the drilling activities (Oil and Gas Fiscal Regimes Western Canadian Provinces and Territories, 2011). The drilling firms were not able to complete the ongoing projects of drilling due to cut down of the capital investment (Oil and Gas Fiscal Regimes Western Canadian Provinces and Territories, 2011). The decline in the drilling activities led to a reduction in the profit and resulted in the increase in the likelihood of financial distress shooting to almost 53% in 2009. Then, there is a dip in the financial distress in 2010 but increased again in 2011 to the previous level of 53%. This time, the reason for the rise in the distress probabilities was due to the lower prices of the Canadian oil in the world market (Tertzakian, 2015). The rig count increased in 2011 but due to lower price of Canadian oil per barrel, all the supporting activities of the oil and natural gas producer reduced (Tertzakian, 2015). The trend of the lower oil prices has dragged to 2014 which supported by an increase in the predicted likelihood of the distress probabilities over time. Finally, consistent with the expectation of the Canadian Association of Oilwell Drilling Contractors (CAODC), a decline of the drilling activities by 10% in 2015 was expected (Hussain, 2014). According the outlook beyond 2015 shown in Figure 7, the likelihood of financial distress is going to increase sharply up until 2019. This trend also shows that the distress probabilities will peak to 58% by 2019, significantly above the cut-off level, after which the oil and natural gas producers will expect a decline in the likelihood of financial distress in this industry in late 2020.

7. Conclusions
Nonparametric technique along with parametric and conventional statistical procedures are conglomerated to improve the forecast accuracy of the likelihood of the financial distress in Canadian oil and gas energy industry over the period of 1999-2014. In order to examine the current and future states of this industry, a three-stage robust hybrid forecasting model was developed to predict the likelihood of financial distress by end of 2020. Typically, financial distress is categorized in safe, distress, and danger zones based on the Altman's financial distress criteria. To guarantee a more conservative outlook, the first two categories were combined and the likelihood of financial distress for the selected companies divided into two categories; safe and dangerous zones. Nineteen of the most relevant financial ratios were used for each of the thirty selected Canadian oil and gas companies. All selected companies are publicly traded and listed on the Toronto Stock Exchange (TSX) from the first quarter of 1999 to the last quarter of 2014. From each of the representative company’s income, balance sheet, and cash flow statements, nineteen crucial ratios were tracked back to the first quarter of 1999. We used the Altman Z-Score financial ratios along with other fifteen financial ratios to consider the complete financial stability of the selected firms. These inputs were used in both nonparametric and parametric models to categorize the financial health of the companies.

The optimized model could explain most of the economic variations that occurred from 1999 to 2014 in Canadian energy sector. The results indicate that the industry was relatively stable in last decade due to an impact of the changing economic conditions. It also showed a sign of improvement by the decrease in the value of the probability of financial distress in the mid of 2005 to 2007, but another major economic crisis again struck it back in early 2008. The results suggested that the energy supporting companies are going to have a hard time due to changing capital structure of investment and uncertainty of the oil prices by 2019. Finally, the results confirmed that the performance of the proposed three-stage hybrid forecasting model were superior to each of the individual nonparametric and parametric forecasting models with respect to the accuracy of the forecasts.
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Appendix:

Table 6: Financial ratios used in this study
<table>
<thead>
<tr>
<th>Financial Ratio</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cash/TA</td>
<td>Cash/Total Assets</td>
</tr>
<tr>
<td>Cash/TS</td>
<td>Cash/Net Sales</td>
</tr>
<tr>
<td>CF/TD</td>
<td>Operating cash flow ratio = Cash Flow of Operating Income/Total Liabilities</td>
</tr>
<tr>
<td>CA/CL</td>
<td>Current Ratio = Total Current Assets/Total Current Liabilities</td>
</tr>
<tr>
<td>CA/TA</td>
<td>Current Asset/Total Asset</td>
</tr>
<tr>
<td>CA/TS</td>
<td>1/ current asset turnover = Total Current Assets/Net Sales</td>
</tr>
<tr>
<td>EBIT/TA</td>
<td>Return on total assets = (Interest Expense + Income Before Tax)/Total Assets</td>
</tr>
<tr>
<td>Log (INT + 15)</td>
<td>Log ((EBIT/Total Assets) + 15)</td>
</tr>
<tr>
<td>Log (TA)</td>
<td>Log (Total Assets)</td>
</tr>
<tr>
<td>MVE/TK</td>
<td>Shareholder Equity/(Total Assets – Total Current Liabilities)</td>
</tr>
<tr>
<td>NI/TA</td>
<td>Return on Assets = Net Income/Total Assets</td>
</tr>
<tr>
<td>QA/CL</td>
<td>Quick Ratio = (Total Current Assets – Inventories)/Total Current Liabilities</td>
</tr>
<tr>
<td>QA/TA</td>
<td>(Total Current Assets – Inventories)/Total Assets</td>
</tr>
<tr>
<td>QA/TS</td>
<td>(Total Current Assets – Inventories)/Net Sales</td>
</tr>
<tr>
<td>RE/TA</td>
<td>Retained Earnings/Total Assets</td>
</tr>
<tr>
<td>TD/TA</td>
<td>Total Liabilities/Total Assets</td>
</tr>
<tr>
<td>TS/TA</td>
<td>Asset Turnover Ratio = Net Sales/Total Assets</td>
</tr>
<tr>
<td>WK/TA</td>
<td>Working Capital/total assets</td>
</tr>
<tr>
<td>WK/TS</td>
<td>1/ Working Asset Turnover = 1/(Net Sales/Working Capital)</td>
</tr>
</tbody>
</table>