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ABSTRACT
This study aims to identify the extent to which the local productive structure of a city leverages external economies of scale. Formal employment data is grouped into segments according to its level of technological intensity. The model is estimated using panel data. The results suggest evidences of local externalities like location/MAR and urbanization/Jacobs. The results also indicate that the Medium-High- and High-Technology industry segments have advantages only in diversified urban centers, while the Low- and Medium-Low-Technology industries have more advantages in intermediate-sized urban centers, specialized in few industrial activities.
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1.0 Introduction

A central tendency in the literature concerns the attempt to understand why economic activities tend to be geographically concentrated and how the bases of the local economies structure and shape the income inequalities between regions and people. These issues have become more relevant in those countries with a large geographical area, high population and different stages of sectoral or spatial development.

The Brazilian economy provides an interesting example of capitalist expansion with deep spatial income inequalities. In the 1970s, when the Brazilian economy accelerated in its industrialization process and achieved extraordinary growth rates as compared to international standards at the time, studies were commonly performed to understand the factors determining regional inequalities in Brazil.

Following a period of stagnation during the 1980s, the Brazilian economy underwent major structural changes in the 1990s. During the latter, Brazil observed the consolidation of price stability, changes in the exchange rate regime and openings in commerce and finance. Brazil's process of external insertion also deepened, as the country's market opened up to foreign products. This brought greater competitiveness to the domestic industry.
In this productive restructuring environment, urbanization acquired a prominent role, for it received a significant portion of public investment and presented the advantages of agglomeration economies. Thus, strategies for developing and supporting localized productive agglomerations gained importance in regional and local development policies—especially as regards employment and income generation. These strategies aimed attacking advantage of the positive effects produced by productive agglomerations, thus fostering the competitiveness of companies and the region.

The literature on agglomeration economies relates the growth of industrial activity to the increased productivity of firms. The latter arises from external economies of scale or local externalities, according to the productive structure of the region. In fact, this is the argument several authors (Glaeser et al., 1992; Henderson, 1974; Eckestein and Eaton, 1997; Luca, 2001; etc.) use in order to justify that the region is the natural focus, or a natural laboratory, for empirical verification (Henderson et al., 1995). Kaldor (1994) highlight this, pointing out that increasing returns to scale constitute the key factor of economic growth. They are, moreover, the essence of the very existence of cities. One can thus relate the growth of cities to economies of scale—and hence consider them agglomeration economies, thereby putting to test the theories of economic growth.

This article aims to add new methodological procedures that broaden the interpretation spectrum for specialized productive agglomerations in order to identify the economies of scale present in local productive sectors. Furthermore, this paper proposes investigating the relationship between the local economic structure and the local productivity level. To do so, we analyze local industrial wage levels. The geographical dimensions considered are that of Brazilian micro-regions.

Thus, local productivity is influenced not only by personal productive characteristics, such as elements related to human capital, regional attributes, features that impact upon industrial productivity differential or differences in regional productive structures. It is, on the other hand, also influenced by urban attributes—identified here as centrality and the availability of complex services.

Recently, empirical research on agglomeration economies has shown undeniable progress, especially due to improvements in the quality of available data. In spite of these efforts, however, the literature on the issue is still inconclusive, and there is thus room for new estimations. Furthermore, much of the empirical literature uses data from developed countries, despite the fact that the role of the local economic environments differs from country to country. A series of works in this vein exists in Brazil. It is nevertheless the case that this sort of approach, conducted on a nationwide basis and especially when highlighting urban attributes, is still very incipient. Thus, the present work, usually applied to developed countries, is expected to contribute to the increasing research on developing regions.

In addition to this introduction and the conclusion, this paper has three sections. Section 2 deals with the theoretical framework that supports the development of this work. Section 3 addresses the methodology and discusses the econometric model and the database used in this research. Finally, section 4 analyzes the results.

2.0 Literature review

The literature on agglomeration economies relates the growth of industrial activity to the increased productivity of firms—which arises from external economies of scale according to the productive structure of the region. For Marshall (1980), these scale externalities derive from specialization in industrial activity. They can be synthesized in the known Marshallian triad: the suppliers-users intersectoral linkage effects, which generate pecuniary external economies—that is, the advantages associated with the use of inputs common to all firms (input sharing); the effects of inter-firm technological knowledge spillovers, which generate technological external economies; and the gains from having centers of specialized workers, which can bring about both pecuniary and technological external economies (labor market pooling).

As for Jacobs (1969), the largest and most important source of externalities is the diversity of economic activities in cities. The wide range of goods, services, technologies and tacit knowledge found in a diverse urban center spurs a “cross fertilization of ideas”. Innovations arise from this fertilization of ideas that circulate between the various economic activities present in a same city. This, in turn, enables the development of new types of work and novel occupations, hence increasing the capacity to produce new goods and services. In this case, it is important to emphasize that the benefits from agglomeration are not restricted to the realms of production, but also extend to consumption (Lemos, Crocco and Santos, 2005). Big cities offer a greater variety of consumer goods and public services as well as a greater possibility of social contact, which would result in externalities. Thus, large cities also become attractive to workers/consumers.
A recent theory attributes the spatial agglomeration of industry to increasing returns to scale in production. Henderson (1974) suggests that agglomeration economies result from positive spillovers between firms that share the same location. Although firms are perfectly competitive and assume the existence of constant returns to scale, the agglomeration of economic activity generates externalities that increase the productivity of all firms in a particular industry in a particular geographic location - à la Marshall. To relate human capital spillovers to spatial agglomeration, Black and Henderson (1999) combined elements from Lucas (1988), Henderson (1974) and Eaton and Eckstein (1997). They built a dynamic model of city formation where there are economies external to the industry and human capital externalities in a given specific location. The industrial agglomeration makes all firms, within the same local industry, more productive, while the agglomeration of workers makes all local workers, regardless of their industry, more productive.

On the other hand, Krugman (1991) suggests that industrial agglomeration results from demand linkages between firms, which are created by the interaction of transportation costs and fixed production costs. In this case, economies of scale are internal, rather than external, and there are transport costs for shipping goods between regions. The basic model resembles that of international trade theory,
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Productivity is influenced by personal production characteristics – i.e., elements related to human resources. It is also influenced by regional attributes, features which impact industrial productivity differentials, differences in the regional production structure production and, finally, urban attributes such as centrality and the availability of complex services. This article intends to focus on the performance of three dimensions as regards their impact on the regional productivity gap. The first is the externalities – location/MAR, urbanization/Jacobs and Porter. The second is the performance of diversified urban centers. The third is the industrial particularities of each industrial segment.

Studying agglomeration economies through urban wage differentials can be considered one of the most recent approaches in the literature. Economic theory assumes that, in competitive markets, workers are paid according to the value of their marginal product. Although this hypothesis seems restrictive, the approach does not appear unviable if we relax the assumption. Even in the absence of perfect competition, salaries tend to be higher in areas of relatively high productivity (Rosenthal and Strange, 2004). While several theories advocate raising the productivity of firms with the concentration of economic activities, indirectly investigating the variation in productivity through wages seems feasible.

We present here an estimable equation that indirectly captures the effects of agglomeration on productivity, via wage levels. The starting point for our empirical research follows the work of Combes et al., (2008). The authors investigated the determinants of wage differentials in local labor markets in France, arguing that there are three major explanations for the spatial income gap.

The first explanation assumes that spatial differences in wages are directly reflected by spatial differences in the composition of the workforce and the skills. The second explanation is based on local endowments that are external to the employees. The third explanation attributes the central role in the spatial differentiation of productivity gains – and hence wages – to interactions in the labor market. The most important contribution of Combes et al. (2008) is the assumption that all three sources are relevant in explaining the spatial differences of wages – particularly as they include all of them in a single model, thus allowing for the analysis of the relative importance of each.

Combes et al. (2008) built their model based on the profit equation of a representative firm for a competitive area $a$, industry $k$ and in year $t$:

$$\pi_{a,k,t} = p_{a,k,t} y_{a,k,t} - \sum_{i \in (a,k,t)} w_{i,t} l_{i,t} - r_{a,k,t} z_{a,k,t}$$  \hspace{1cm} \text{Eq. (01)}$$

Where, $p_{a,k,t}$ is the price of the product $y_{a,k,t}$; $w_{i,t}$ and $l_{i,t}$ are the salary per day and the number of working days, respectively, for each employee at firm $i$ in year $t$; $z_{a,k,t}$ represents other production factors and $r_{a,k,t}$ the prices. The product follows a Cobb-Douglas function:

$$y_{a,k,t} = A_{a,k,t} \left( \sum_{i \in (a,k,t)} s_{i,j} l_{i,j} \right)^{b} \left( z_{a,k,t} \right)^{1-b}$$  \hspace{1cm} \text{Eq. (02)}$$

in which: the coefficient $b$ is such that $0 < b \leq 1$; $s_{i,j}$ denotes the ability of the worker $i$ in year $t$; and $A_{a,k,t}$ is the total factor productivity in $(a, k, t)$. If, in competitive equilibrium, the worker receives wages equal to their marginal product, then:

$$w_{i,t} = b p_{a(i),k(i),t} A_{a(i),k(i),t} \left( \frac{z_{a(i),k(i),t}}{\sum_{i \in (a,k,t)} s_{i,j} l_{i,j}} \right)^{1-b} s_{i,j}$$  \hspace{1cm} \text{Eq. (03)}$$

Applying the first order condition for profit maximization with respect to other factors and inserting the result in Eq. (03), we have:

$$w_{i,t} = b(1-b) \left( p_{a(i),k(i),t} \frac{A_{a(i),k(i),t}}{r_{a(i),k(i),t}} \right)^{1/b} s_{i,t}$$

$$w_{i,t} = B_{a(i),k(i),t} s_{i,t}$$  \hspace{1cm} \text{Eq. (04)}$$
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This result shows that wage differentials between regions may reflect differences in the abilities of individuals or, alternatively, may reflect differences in productivity caused by local capital endowment and interactions. In equation (04), the ability is captured by $s_{i,t}$, and the other two explanations will enter the term $B_{a(i,t)k(i,t)}$.

To make the model estimable from available data, Combes et al. (2008) made two assumptions. The first is that the ability of the worker $i$ is given by:

$$\log w_{i,t} = X_{i,t} \varphi + \delta_i + \epsilon_{i,t} \quad \text{Eq. (05)}$$

Where, $X_{i,t}$ is a vector of the characteristics of workers; $\delta_i$ is a vector of the fixed effects for the worker; $\epsilon_{i,t}$ is the i.i.d. error term.

The second one considers $B_{a(i,t)k(i,t)}$ as given by:

$$\log B_{a(i,t)k(i,t)} = \beta_{a,t} + \mu_{k,t} + I_{a,k,t} \gamma_k \quad \text{Eq. (06)}$$

in which: $\beta_{a,t}$ is a vector of fixed effects indicating the area and year; $\mu_{k,t}$ is a vector of fixed effects indicating the industry and year; $\gamma_k$ is a vector of associated coefficients and $I_{a,k,t}$ is a vector of variable interactions within the industry for each area/year.

Taking the log of equation (04) and combining it with equations (05) and (06) we have:

$$\log(\log w_{i,t}) = \beta_{a(i,t)} + \mu_{k(i,t)} + I_{a(k(i,t))} \gamma_{k(i,t)} + X_{i,t} \varphi + \delta_i + \epsilon_{i,t} \quad \text{Eq. (07)}$$

Equation (07) is the inverse labor demand equation. This model takes the log of the wage rate of workers as a function of observable ($X_{i,t}$) and unobservable ($\delta_i$) characteristics, the fixed effects of their geographical area ($\beta_{a(i,t)}$) and sector ($\mu_{k(i,t)}$) and local characteristics of the sector in which they are employed: relative participation in the local economy, the number of establishments and the relative share of workers in professional occupations.

This estimation allows for separately measuring the personal and area effects. One can thus assess the relative importance of skills, local endowments and interactions (agglomeration economies) for wage differentials in space. Therefore, Combes et al. (2008) adopt as their identification strategy a two-stage estimation. They first estimate equation (07), from which is obtained the vector of fixed effects by area, $(\beta_{a(i,t)})$. They then regress the latter on variables representing the local endowments and intersectoral interactions. The specification takes the following form:

$$\beta_{a,t} = \sigma_a + \theta_t + I_{a,t} \gamma + E_{a,t} \alpha + \nu_{a,t} \quad \text{Eq. (08)}$$

In this equation, $\theta_t$ are time fixed effects; $\gamma$ is the vector of coefficients associated with the local intersectoral interactions $I_{a,t}$; $\alpha$ is a vector of coefficients associated with local capital endowments $E_{a,t}$ and $\nu_{a,t}$ is the i.i.d. error term that reflects local technological shocks.

Combes et al. (2008) also show that the model presented by equation (07) can be aggregated and estimated for the geographical area. Thus, equation (07) can be rewritten as:

$$\log(\log w_{a,k,t}) = \beta_{a,t} + \mu_{k,t} + I_{a,k,t} \gamma_k + \xi_{a,t} \phi_{a,t} + \epsilon_{a,t} \quad \text{(9)}$$

Where, $\log w_{a,k,t}$ is the average log of the wages of individuals in an industry $k$, in a given region $a$, in year $t$; $\phi_{a,t}$ is a vector of coefficients associated with $\xi_{a,t} = X_{a,t} \varphi + \delta_a$, which is a vector that captures the level of human capital in area $a$—or, as we would rather call it, the average skill level of workers in area $a$.

In the first stage, information is available at the individual level; in the second, at the level of the area or region of study. Aggregating the equation in the first stage allows us to estimate a model with information from only the level
of the area, which is appropriate for the database available for this work. Thus, substituting Eq. (08) into Eq. (09), we have:

\[
\log w_{a,k,t} = \alpha_0 + \theta_t + I_{a,t} \gamma + E_{a,t} \alpha + \mu_{k,t} + I_{a,k,t} \gamma_k + \zeta_{a,t} \phi_a + \epsilon_{a,t} + \nu_{a,t} \tag{10}
\]

There is a problem in the aggregation of equation (09). The variable \( \log w_{a,k,t} \) represents the average of the \( \log \) of the wages of each individual \( t \) of an industry \( k \) given region \( a \). This becomes a problem because our database has no information on the individual level to measure the average. However, without loss of generality, the \( \log \) of the mean wage is a good proxy for the average \( \log \) of wages. We thus carry out the estimation with this proxy, since we have the average salary of an industry \( k \) given a region \( a \).

Another important issue is that the estimates are made separately for each segment. One can then change the equation (10) once more. First, the subscript \( k \) may be removed. Then the \( \mu_{k,t} \) that captures the fixed effects for each industry and time period can also be deleted. Moreover, \( \epsilon_{a,t} \) and \( \nu_{a,t} \) are i.i.d. error terms, and we can therefore define \( \xi_{a,t} \) as \( \xi_{a,t} = \epsilon_{a,t} + \nu_{a,t} \). The variable \( E_{a,t} \) that captures the effects of local endowments may be included in the variable \( \theta_t \), which captures time fixed effects, thereby forming a component of fixed effects indicating the area and time. The equation can then be expressed as follows:

\[
\log w_{a,t} = \alpha + \theta_{a,t} + I_{a,t} \gamma + \zeta_{a,t} \phi + \xi_{a,t} \tag{11}
\]

where: \( \log w_{a,t} \) is the log of the mean wage in a given industry in the region \( a \) in year \( t \); \( \theta_{a,t} \) are fixed effects for area/year; \( I_{a,t} \) captures the effects of the economic structure in an area in year \( t \); \( \zeta_{a,t} \) captures the effects of the average skill of workers in the region \( a \) in year \( t \); \( \xi_{a,t} \) is the error term that reflects the local technological shocks and are assumed to be and i.i.d. for regions and periods.

The urban problematic that Lemos (1988) cites can be considered in two fundamental aspects. The first is that the process of capital accumulation engenders a movement of urbanization that leads to the transfer of activities and people from rural areas to the city. The second aspect is that the tendency for urban centralization occurs in parallel with the above concentration. Basically, centralization is the uneven development of urban centers, which implicates the relative concentration of economic activities in urban centers (Lemos, 1988).

Hence, one can derive two fundamental characteristics of diverse urban centers. The first shows that the process of urban concentration implicates the relative concentration of economic activities, which we will herein call the relative concentration of modern services. The second results in uneven interregional development, which implicates the centralization of economic activities in urban centers or in certain polarized regions of the country.

In this sense, we find two diversified features in urban centers: one is centrality and the other is the availability of complex services. However, variable \( \theta_{a,t} \) captures the fixed effects for area/year. We will break it down as follows:

\[
\theta_{a,t} = C_a + S_{a,t} + \tau_{a,t} \tag{12}
\]

Where, \( C_a \) is a variable to capture centrality; \( S_{a,t} \) is a variable to capture the concentration of modern services; and \( \tau_{a,t} \) is an i.i.d. error term for other unobserved regional influences. Thus, substituting Eq. (12) into Eq. (11) and making \( e_{a,t} = \tau_{a,t} + \xi_{a,t} \), we have the equation estimated in this article:

---

2The studied segments are Low-Technology, Medium-Low-Technology, Medium-High-Technology and High-Technology.

3Lemos (1988) mentions that it is important to make a distinction between cities and urban centers. The concept of a city involves geographical and population-related city aspects, while that of urban centers or of urbanization refers to a process of developing complex services.
Another issue that deserves attention regards the wage differential between regions that offsets the differences in cost of living and amenities (Topel, 1994, Menezes and Azzoni, 2006). We must also consider, as a control, the different cost of living in the various regions, as they influence the pay gap in between them. We thus attempt to deal with this potential bias by using temporally constant monetary values that are, moreover, regionally adjusted\(^4\) to account for spatial differences in the cost of living.

Spatial spillover effects capture the influence of neighboring localities in the development of a particular locality. Anselin (2003) argues that the inclusion of spatial effects is important from an econometric point of view. If the underlying data triggers processes that include a spatial dimension, but this is omitted, then the estimations may lead to inconsistent estimators.

This implies that the evolution of productivity in a particular region, for example, can be influenced by the evolution of productivity in neighboring regions, via spatial externalities. The existence or non-existence of these effects can be determined by a set of techniques that have been developed by spatial econometrics. However, the distance between economic agents influences the productivity gains derived from economies of scale. Evidence for Brazil and the United States indicates that, by doubling the distance to a regional center, the profits can be reduced up to 6% (Henderson, 1994). In this context, the concept of distance can be generalized to distance in physical space and in industrial space. For example, spillovers between industries are more likely if the latter share related production technologies, and are hence closer in industrial space (Audetsch and Feldman, 1999). In addition, the extent to which agglomeration economies attenuate distance is different for the various types of agglomeration. For example, knowledge spillovers that rely on face-to-face communication will decay more rapidly with distance than the effects of the domestic market (Venables, 2006).

In this regard, as we work with a high level of geographic aggregation, it makes no sense here to control for spatial spillover effects with techniques such as spatial econometrics. As an example, Melo and Simões (2011) used the same aggregation that we adopted in this study and found no evidence of spillovers to study spatial data in the Brazilian Northeast. We believe that this pattern will repeat itself if the study is replicated throughout the country, given that the high level of aggregation adopted (micro-regions) mitigates the effects of spillovers. Having said that, studies with a lower level of aggregation, such as Gallinari (2006), found evidence of spatial spillovers. Therefore, due to the fact that we used a high geographical aggregation in this work, we will not use spatial econometric techniques, for the large distances concerned mitigate the spatial spillover effects.

3.01 The materials

This study will be based primarily on information produced by the Secretariat of Policies for Employment and Wages of the Ministry of Labor and Employment (MTE). For the construction of the indicators that we will use in the empirical part of the work, we use data from the Annual Listing of Social Information (RAIS) for the period from 2000 to 2010.

For the division of the manufacturing sectors, we used the technological intensity classification of the Organization for Economic Cooperation and Development (OECD) (Hatzichronoglou, 1997). It employs the Research and Development (R&D) intensity indicator, a ratio obtained by dividing R&D expenditures by value added or output, to classify the sectors into four groups: high-technology, medium-high-technology, medium-low-technology and low-technology. Frame 1 shows the divisions of the National Classification of Economic Activities – version 1.0 (CNAE 1.0) – for the manufacturing industry, classified according to the degree of technological intensity. By using this classification, we intend to identify how the industrial particularities influence the local level of productivity. We also intend to capture the differences between segments determined by the productive structure of the region.

Frame 1 – OECD classification of technological intensity

\(^4\)See the attachment for the calculation of regionalized real wages.
As the geographical unit of analysis, we use the Brazilian micro-regions. The Brazilian Institute of Geography and Statistics (IBGE, 1990) defines them by grouping municipalities according to economic and social similarities. As to the information about centrality, we draw them from the Study of the Territorial Dimension of Planning (Volume III: Reference Regions), organized by the Ministry of Planning, Budget and Management (MP, 2008).

3.02 Description of variables

To capture the effects of the economic structure that impact the forces of agglomeration, we follow the literature (Glaeser et al. 1992; Ciccone e Hall, 1996; Combes, 2000; Glaeser e Mare, 2001; Combes et al, 2008) and use indicators representative of specialization, diversity, size of the local economy, competition in the segment and in the micro-region, and an indicator for the level of local craftsmanship.

We will consider the location quotient as a proxy for industrial specialization and for the source of location/MAR externalities. It is also used by Glaeser et al. (1992) and Combes (2000). In Combes (2000), the diversity indicator used is obtained via the modified Hirschman-Herfindahl index of sectoral concentration, based on the participation of all sectors except for the one at hand. According to Glaeser et al. (1992), Henderson et al. (1995) and Combes (2000), a positive relationship between industrial diversity and productivity, measured in terms of wage levels, can be seen as evidence of the presence of urbanization/Jacobs externalities.

As an indicator of competition, the decision was to use the measure based on Glaeser et al. (1992) with minor adaptations. In order to better capture the effect of competitive markets, this paper uses employment information from firms with fewer than 100 employees. This small modification as well as Ó hUallacháín and Satterthwhite (1992) seeks to better distinguish firms more likely to be in a competitive market – that is, micro and small enterprises (MSEs), defined based on the number of workers. Similarly, Rosenthal and Strange (2003) use information from establishments with fewer than 25 employees to test the effects of agglomeration economies on productivity. If their relationship with the wage rate in the industry is positive, then it means that a higher level of competition potentiates externalities. In this case, such externalities are in accordance with the Porter theories. Otherwise, if the relationship with the industrial wages rate is negative, there is evidence of location/MAR externalities – namely, that the monopoly structure tends to provide better results.

The total employment density index reflects the size of the local economy and is relevant to capture the differences between the analyzed regions. It helps explain whether local factors have an influence on the growth of employment and the wage rate, regardless of sectoral factors. The density indicator expresses the size of the local economy and can also influence the intensity with which both sets of agglomeration forces act. As to market forces, the size of the market has an effect on location choices for the firm, especially in the presence of transportation costs. The size of the local economy can also foster the presence of pure positive externalities, such as public goods, and pure negative externalities, such as pollution and traffic congestion (Combes, 2000).

To address this issue, Combes (2000) uses the total employment of the period in question normalized by the total area of each region, measured in square kilometers. This way of making its participation relative seems better suited for comparing the indicator across regions than the absolute form.

We built the proxy indicator for centrality by taking a dummy for the micro-regions identified as Sub-poles in the Study of the Territorial Dimension of Planning (Volume III: Regions Reference). This study, organized by the Ministry of Planning, Budget and Management (MP, 2008), regionalized the Brazilian territory according to two scales (macro-regional and sub-regional). This study identified 118 sub-regions associated to the micro-regions, which allows for a finer adjustment between economic indicators and social polarization. It also provides greater compatibility with environmental characteristics and cultural identity. Our dummy was constructed from these sub-poles. The name of each sub-pole is that of the most important micro-region in the sub-pole, which enabled us to identify the micro-regions to construct the dummy. Thus, the centrality dummy assumes value “one” for the micro-regions with a sub-pole name and ”zero” otherwise.

---

1. SEBRAE classifies the size of the companies according to the number of workers employed. This classification is as follows: up to 19 employees - Microenterprise; 20-99 employees - Small Company; 100-499 employees - Medium Enterprise, more than 500 employees - Large Company.
C_{a} = \begin{cases} 
1 & \text{for the micro regions that name the sub-pole} \\
0 & \text{para as demais microregiões} 
\end{cases} \quad \text{Eq. (14)}

The variable concentration of modern services was built by calculating the Locational Quotient (LQ) for modern services sectors (see Annex). We then calculated the average of the LQs for each state in the country. Having done so, we identified which micro-region shad a LQ for modern services higher than the average of its state. After this, we created a dummy variable that assumes value “one” for the micro regions with a LQ for modern services higher than the state average and “zero” otherwise.

S_{m,t} = \begin{cases} 
1 & \text{micro region that had LQ for modern services than the average} \\
0 & \text{for the state micro} 
\end{cases} \quad \text{Eq. (15)}

The indicator used as a proxy for the local skill level is described as:

\[ educ_{m,t} = \frac{grad_{m,t}}{emp_{m,t}} \quad \text{Eq. (16)} \]

Where, \( grad_{m,t} \) is the number of graduates working in micro-region \( m \) in period \( t \).

Having presented our identification strategy, the variables used and our database, we now begin to present the estimation results in the next section. The estimations were carried out for all the regions in Brazil, from 2000 to 2010, for the segments classified as Low-, Medium-Low-, Medium-High- and High-Technology.

### 4.0 Results and discussions

The basic hypothesis of this study is that local productivity, measured by the average local wage, is influenced not only by personal productive characteristics, but also by regional attributes, by industrial particularities that impact the productivity gap, by differences in the regional productive structures and, finally, by urban attributes such as centrality and the availability of complex services.

The model specified in equation (13) was estimated for each segment by an unbalanced panel with fixed effects, all of them corrected with heteroskedasticity-robust standard errors. The estimation results reveal the elasticity of the economic structure variables in relation to the wage level. That is, they indicate the percentual variations in the endogenous variable, \( ceteris paribus \) given a 1% decrease in any given explanatory variable (when their coefficient is negative). Each regression has at least two explanatory variables significant at 1%. The used model seems to have adjusted well to the sectors, given that the values of the adjusted-\( R^2 \) were 0.57 on average.

The results of the regression analysis for the four segments are shown in Table 1. As expected, the variables that indicate specialization, \( q_l \) and industry diversity, \( div \), showed positive and statistically significant results in all estimations. Despite the simplification of the model, there is evidence of local externalities influencing wage levels, thus highlighting the positive location/MAR and urbanization/Jacobs externalities.

The proxies for human capital, \( educ \) and the size of the local economy, \( den \), also showed statistically significant results in all segments. The coefficient signs were positive, which, in the first place, reaffirms the importance of the level of local human capital to increase productivity – and thus lead to higher salaries than in regions with lower human capital levels. In the second place, it shows that the size of the local economy is important to grasp the differences between the analyzed regions. This reveals that the size of the market has a positive effect on the location choices of firms, especially in the presence of transportation costs.

It is interesting to note that the coefficients of the variables \( educ \) and \( den \) are higher as the technology level of the segment increases. That is, the more intensive in technology is segment, the greater will be the impact of the local average skill level. Likewise, the influence of the size of the local economy on the level of productivity and wages will also be higher. Regardless of the indicator of competition, \( comp \), the estimates are significant, but the results showed negative signs. This indicates that it is not a competitive structure that spurs productivity, but rather a monopolistic structure, à la Marshall. That is, there is no evidence of Porter externalities for the industrial production structure of the Brazilian micro-regions. However, one should take into account that the data structure

---

6 We conducted a Hausman Specification Test, the result pointed Fixed Effects specification as appropriate for the model.
used in this research does not include factors such as the level and type of previously installed capital or the production levels of individual firms.

The identification strategy in this paper to capture the influence of diversified urban centers on local productivity uses dummies as proxies for attributes of urban scale attributes, one for centrality and one for the concentration of modern services. The dummy for centrality presented statistically significant and positive values in the segments of Low- and Medium-Low-Technology. With respect to the segments of Medium-High- and High-Technology, the results showed positive signs that were not, however, significant.

The dummy for the concentration of modern services showed significant results and positive coefficients for the segments of Medium-High- and High-Technology. However, despite the positive coefficients for the segments of Low- and Medium-Low-Technology, neither showed statistically significant results.

In our definition, a micro-region that displays centrality and a relative concentration of modern services is characterized as a diverse urban center. The influence of these diverse urban centers on productivity should be observed if the dummies assume unit value. The results show that, in the segments of Medium-High- and High-Technology, diverse urban centers have a positive impact on productivity, which is not the case in the Medium-Low and Low segments. The pattern of externalities is linked to some aspects of urban development, such as the attractiveness of different centers to the various productive sectors. These results show that certain industries, namely segments of Medium-Low- and Low-Technology, are subject advantages when located in a region of some centrality. That is, traditional industries tend to gain more advantages in highly specialized cities than in large, diversified urban centers.

On the other hand, Jacobs (1969) argues that urban characteristics related to the productive efficiency of traditional industries, such as sectoral specialization, are not correlated, in general, to the factors behind the development of innovative activities. Thus, intermediate-sized urban centers specialized in a few industrial activities can display high efficiency in these sectors - but, they do not, in general, stand out as innovation centers. Therefore, the centrality indicator was not significant for the segments of Medium-High- and High-Technology. If an activity is subject more to urbanization economies, it will primarily develop in large-scale cities and highly diversified economies. Thus, technology-intensive industries and financial services are, in general, relatively concentrated in urban centers, for the latter provide them diverse advantages that increase their productivity.

5.0 Conclusion and policy implications

This work intended to analyze the determinants of productivity differentials between Brazilian micro-regions from 2000 to 2010. Our central hypothesis is that local productivity, measured by the average local wage, is influenced not only by personal productive characteristics, but also by regional attributes, by industrial particularities that impact the productivity gap, by differences in the regional productive structures and, finally, by urban attributes such as centrality and the availability of complex services.

The investigation of the effects of increasing returns to scale on industrial productivity was indirectly held through wage equations. There are some alternative arguments in the literature that aim to explain the occurrence of wage disparities between regions. Among these arguments, we highlighted those related to wage differentials that offset the higher costs of living and of local amenities (Topel, 1994; Azzoni and Menezes, 2006) and the wage gap resulting from inter-regional differences in the allocation of human capital (Lucas, 1988; Wheaton and Lewis, 2002). Our model also took these two factors into account.

Regarding the results, we first observe that there are evidences of the presence of location/MAR externalities in all segments. This finding can be seen in the specialization indicators and in the negative result found for the
competition indicator. There is still evidence of urbanization/Jacobs externalities in all sectors, but the results were most intense in the segments of Medium-High- and High-Technology. However, we found no evidence of Porter externalities.

The results for urban attributes indicate that diversified urban centers did not influence the increase in productivity in the segments of Low- and Medium-Low-Technology. The pattern of externalities is linked to some aspects of urban development, such as the attractiveness of different centers for the various productive sectors. Thus, our results showed that certain industries enjoy benefits if they are located in a region of some centrality. In this study, for example, industries in the Low- and Medium-Low-Technology segments tend, in general, to obtain advantages in these areas, which display a low degree of diversification.

On the other hand, some activities are more likely to develop economies of urbanization in large-scale cities and highly diversified economies. Thus, technology-intensive industries and financial services industries, such as those of Medium-High- and High-Technology, are, in general, relatively concentrated in diversified urban centers, for they therein enjoy advantages that increase their productivity. In this case, the productive efficiency of the most dynamic industries is not, on average, correlated to intermediate-sized urban centers specialized in a few industrial activities. Therefore, the indicator of centrality was not significant for the segments of Medium-High- and High-Technology. These industries gain in productivity only in diversified urban centers, not in medium-sized centers.

Finally, it is worth noting that these results are in line with most studies on the subject, which show evidence of local externalities. However, the subject has a relatively high level of complexity, which indicates the need for further empirical investigations. Furthermore, the study may be extended to new levels of development by including new approaches, adding new methods and expanding the database.
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Appendix

Annex A.1 – Modern production services

Frame A.1. - Modern Production Services
Annex A.2: Calculation of the regionalized real wages

For calculating the regionalized real wages, we created a Regional IPCA (Price Index) for the correction index. The IPCA is calculated nationally as a weighted average of indices for the metropolitan areas of Rio de Janeiro, Porto Alegre, Belo Horizonte, Recife, São Paulo, Belém, Fortaleza, Salvador, Curitiba, the Federal District and Goiânia. Therefore, we have indices for cities representing major regions of Brazil. Based on this, we revised the weighting of the IPCA at the national level, through a simple rule of three, so we can build indices at the regional level (see Table A.2).

The new weighting was used to build the Regional IPCAs through the weighted average of the indices for each city, according to the region to which it belongs. It works as follows: IPCA North with only Belém; IPCA Northeast with Fortaleza, Recife and Salvador; IPCA Southeast with Rio de Janeiro, Belo Horizonte and São Paulo; IPCA South with Curitiba and Porto Alegre; IPCA Midwest with Distrito Federal and Goiânia. That is, we created the following price indices for each region: IPCA North, IPCA Northeast, IPCA Southeast, IPCA South and IPCA Midwest.

Finally, wages were corrected using indicators by region –for example, the wages of industries in the Northeast were corrected by the IPCA Northeast for all years. Similarly, the wages of industries in the South were corrected by the IPCA South, and so on. Thus, this not only treated wages at constant prices, but also attenuated the bias caused by different price levels or cost of living in each region.

Frame A.2 - Rebalancing of the weights for the IPCA national regions.

<table>
<thead>
<tr>
<th>Region</th>
<th>Cities</th>
<th>Original Weight</th>
<th>Weights for weighted regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>North</td>
<td>Belém</td>
<td>0.042</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.042</td>
<td>1.000</td>
</tr>
<tr>
<td>Northeast</td>
<td>Recife</td>
<td>0.149</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Fortaleza</td>
<td>0.039</td>
<td>0.262</td>
</tr>
<tr>
<td></td>
<td>Salvador</td>
<td>0.069</td>
<td>0.463</td>
</tr>
<tr>
<td>Southeast</td>
<td>Rio de Janeiro</td>
<td>0.576</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Belo Horizonte</td>
<td>0.137</td>
<td>0.238</td>
</tr>
<tr>
<td></td>
<td>São Paulo</td>
<td>0.331</td>
<td>0.575</td>
</tr>
<tr>
<td>South</td>
<td>Curitiba</td>
<td>0.163</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Porto Alegre</td>
<td>0.074</td>
<td>0.454</td>
</tr>
<tr>
<td></td>
<td>0.089</td>
<td>0.546</td>
<td></td>
</tr>
<tr>
<td>Midwest</td>
<td>Brasília</td>
<td>0.071</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>Goiânia</td>
<td>0.034</td>
<td>0.479</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.037</td>
<td>0.521</td>
</tr>
</tbody>
</table>

Source: Authors elaboration